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Additional File 3: Sampling error in Kato-Katz data and 
the association between mean and aggregation of egg 

counts 

Sampling error in single Kato-Katz slides 

To simulate sampling error in hookworm egg counts in WORMSIM as observed in the field, 

we first used a statistical model to quantify Kato-Katz sampling error, using field data from 

Uganda [1]. Data consisted of three to four repeated Kato-Katz slides of 41.7 mg, taken over 

two consecutive days (two slides per day) from 2,037 individuals. We assumed that egg 

counts from repeated slides follow a negative binomial distribution, parameterized in terms of 

a mean count and aggregation parameter !Kato!Katz . Individual mean egg counts were 

assumed to follow a gamma distribution with unknown mean !Uganda and shape !Uganda. Using 

Hamiltonian Monte Carlo (HMC) [2], we sampled from the joint posterior distribution of 

individual mean egg counts, !Kato!Katz,  !Uganda, and !Uganda. Sampling was performed using the 

No-U-Turn Sampler (NUTS) [3] implemented in the C++ library Stan (version 2.7.0) [4]. The 

posterior was sampled from using eight parallel Markov chains, each consisting of 500 

samples, of which the first half were used for adaptation of the NUTS algorithm and 

discarded. From the posterior samples, we derived a point estimates (means) and 95%-

Bayesian credible intervals (BCI), defined as the 2.5 and 97.5 percentiles of the samples for 

each parameter. 

Average individual egg counts in the Ugandan data were estimated to follow a gamma 

distribution with mean !Uganda = 9.45 epg and shape !Uganda = 0.09. Given individual mean egg 

counts, aggregation of repeated individual egg counts was estimated at !Kato!katz = 0.40 (95%-

Bayesian credible interval: 0.37–0.43; Table A3-1). For simulations in WORMSIM, we used 

the point-estimate of !Kato!katz = 0.40. 

Endemicity scenarios 

For the purpose of predicting the impact of MDA, we defined three endemicity levels 

representative of field conditions. To do so, we first quantified the association between the 

average level of infection and the distribution of intensity of infection in a population, based on 

literature data on the distribution of prevalence of no, light, medium, and heavy infection in 

different localities [5–11] (data have also been previously described elsewhere [12]). We 

assumed that in each locality i, individual egg counts (underlying the observed prevalence of 

intensity category) followed a negative binomial distribution with mean !! and !!. To estimate 

the association between mean and distribution of infection intensity, we assumed that the 

logarithms of !! and !! follow a bivariate normal distribution with unknown means (log !Lit  
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and log !Lit ) and unknown covariance (!Lit). All parameters (!!, !!, !Lit, !Lit, and !Lit) were 

jointly estimated using HMC, as described in the section above.  

We found a strong linear association between population-level log-transformed mean egg 

counts !Lit and the logarithm of aggregation !Lit (!Lit = 0.92, 95%-Bayesian credible interval: 

0.78–0.98; Table A3-1). This association seemed to be independent of detection method – 

McMaster or Kato-Katz (Figure 3 in main manuscript), which may be explained by an earlier 

finding that these two methods do not perform significantly differently at quantifying of 

hookworm infection [13] (i.e. they result in similar estimates of mean egg counts). Further, the 

role of sampling error of the Kato-Katz method is probably relatively small compared to the 

impact of other sources of heterogeneity in transmission, such as host exposure to infection. 

Based on the association between mean and distribution of intensity of infection 

(parameterized in terms of !Lit , !Lit , and !Lit ), we estimated the value of aggregation 

parameter !  for each endemicity scenario (Figure 3 in main manuscript). Next, we 

successfully reproduced the expected pre-control distribution of intensity of infection in 

children aged 10–15 (the typical sample population when investigating infection levels in 

SAC) in WORMSIM for each endemicity scenario and combination of assumptions about 

density-dependent worm fecundity (Table A3-2).  
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Tables 

Table A3-1. Prior distributions and posterior estimates of Kato-Katz sampling error and association between mean and aggregation of egg counts. 
Half-normal priors for strictly positive parameters are indicated with a ‘+’ superscript. Log-normal and logit-normal priors are normal distributions for the log 
and logit-transformations of parameter values, respectively. The first block of parameters (shaded rows) pertain to sampling error in repeated Kato-Katz slides 
of 41.7 mg. The second block (non-shaded rows) pertains to the association between population mean egg counts and aggregation of eggs counts within 
populations. 

    Posterior estimates  

Parameter Interpretation Prior distribution Prior 95%-BCI Mean 95%-BCI Data sources 

!Uganda Overall mean egg count in Ugandan data Log-normal log 10 , 1  1.41–71.0 9.00 7.51–10.74 [1] 

!Uganda Aggregation of individual mean egg countsa (shape 
parameter of gamma distribution) 

Normal! 0, 3  0.00–5.88 0.09 0.08–0.10  

!Kato-katz Aggregation of repeated individual egg counts based 
on single Kato-katz slides of 41.7 mga 

Normal! 0, 3  0.00–5.88 0.40 0.37–0.43  

!Lit Overall mean egg count in literature studies Log-normal log 500 , 2  9.92–25,198.41 75.79 35.58–146.03 [5–11] 

!Lit Overall mean aggregation of egg counts in literature 
studiesa 

Log-normal log 0.1 , 2  0.00–5.04 0.04 0.02–0.06  

!!Lit Between-study standard deviation of logarithm of 
mean egg count 

Normal! 0, 3  0.00–5.88 1.54 1.11–2.15  

!!Lit Between-study standard deviation of logarithm of 
aggregation parameter k 

Normal! 0, 3  0.00–5.88 1.18 0.85–1.62   

!Lit Correlation between study-level mean egg count and 
aggregation of individual egg counts 

Uniform −1,1  -0.95–0.95 0.92 0.78–0.98  

a Lower values for k mean more variation in individual egg counts. 
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Table A3-2. Endemicity scenarios used to predict impact of mass drug administration. WORMSIM transmission parameter values were estimated by 
means of a grid search for overall transmission rate ! and exposure heterogeneity !!"#, conditional on !Kato!katz = 0.40 and assumptions about the saturation 
level for total host egg output (second column). Figures in bold represent parameter values that were used in the main analysis. 

 WORMSIM parameters  Pre-control prevalence of infection in children (age 10–15) as 

realised in WORMSIM (target values in brackets) 

 Mean and aggregation of egg counts 

(target values in brackets)b 

Endemicity 

scenario 

Density-dependent worm fecundity 

in terms of saturation level for host 

egg output (95%-CI)a 

Overall 

transmission 

rate (!) 

Exposure 

heterogeneity 

(!!"#) 

 Light infection 

(%) 

Medium 

infection  (%) 

Heavy 

infection (%) 

Any infection 

(%) 

 Mean egg count 

(epg) 

Aggregation 

parameter (!) 

High 1500 (1113–1943) 0.7523 0.6746  73.2 (73.2) 8.8 (8.8) 6.7 (6.7) 88.8 (88.6)  1003.9 (1000) 0.265 (0.264) 

 1500 (182–4179) 0.7523 0.7558  74.4 8.8 6.2 89.3  959.0 0.274 

 2000 (1484–2591) 0.3166 0.8438  72.1 8.7 7.0 87.9  1027.2 0.255 

 2000 (242–5572) 0.4089 0.8438  73.1 8.8 6.7 88.6  1001.0 0.264 

Medium 1500 (1113–1943) 0.1101 0.6129  52.9 (52.1) 2.8 (2.8) 1.3 (1.4) 57.0 (56.3)  289.7 (300) 0.107 (0.104) 

 1500 (182–4179) 0.1431 0.4452  53.0 2.9 1.5 57.4  310.5 0.107 

 1000 (742–1296) 0.2215 0.3234  51.7 2.8 1.4 55.9  298.3 0.103 

 1000 (121–2786) 0.3429 0.2756  51.5 2.8 1.4 55.6  295.6 0.102 

 2000 (1484–2591) 0.0924 0.7192  52.7 2.9 1.4 57.0  307.6 0.106 

 2000 (242–5572) 0.1009 0.6129  51.3 2.7 1.3 55.3  281.9 0.101 

Low 1500 (1113–1943) 0.0630 0.4467  28.0 (27.6) 0.9 (0.9) 0.3 (0.3) 29.3 (28.8)  99.7 (100) 0.045 (0.044) 

 1500 (182–4179) 0.0630 0.2752  27.7 0.9 0.3 28.9  99.0 0.044 

 1000 (742–1296) 0.0721 0.2438  27.8 0.9 0.3 29.1  101.4 0.044 

 1000 (121–2786) 0.0825 0.2033  27.4 0.9 0.3 28.6  99.8 0.044 

 2000 (1484–2591) 0.0569 0.4746  27.6 0.9 0.3 28.9  101.1 0.044 

 2000 (242–5572) 0.0630 0.4467  27.8 0.9 0.3 29.0  98.4 0.044 
a The 95%-confidence intervals (95%-CI) represent inter-individual heterogeneity in saturation level of host egg output.  
b These figures were re-estimated from WORMSIM output on prevalence of infection intensity categories, assuming an underlying negative binomial (NB) distribution for egg counts (rather than e.g. 

directly deriving mean egg counts from individual-level WORMSIM output). This was done for the sake of consistency, as target values for the endemicity scenarios were strictly based on prevalence data 

[5–11], assuming NB distributions for the underlying distribution of egg counts. However, in WORMSIM (and probably in reality as well), the actual distribution of egg counts within the population does not 

exactly follow a NB distribution (in WORMSIM, the empirical distribution has a shorter and fatter tail than a NB distribution due to density-dependent worm fecundity), and hence simulated average egg 

counts are somewhat higher (+30 to 40 epg) than what would be strictly expected under a NB distribution, given some prevalence distribution of intensity categories. The approach we take here avoids 

this discrepancy, and simply considers the NB distribution a useful metric. 

 


